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We discuss on the worldwide famouse Sudoku by using mathematical
approach. This paper is the 4th paper in our series, so we use the same
notations and terminologies in [1},[2]Jand [3] without any descriptions.

7. Properties of stability.
Let Sbea set. Weput 25={A:AcS}. 25is called by the power set of S and
sometimes it is denoted by Pow(S).

Let A and B be subsets of STRF(f,f,). Wesay that A and B are stable
equivalent, in notation A= B, provided that STBLA=STBL? in STRF(f,f,).

Let A and B be subsets of STRF(f,). Wesay that A and B arestable
equivalent, in notation A= B, provided that STBL*=STBL? in STRF(f,).

Proposition 35. (a) The stable relation = in STRF(f,f,) is an equivalence
relation.
(b) The stablerelation = in STRF(f,) is an equivalence relation.

We can easily show Proposition 35.

Let A, B be sets of sudoku transformations and p: A—B bea map. Wesay that
o is a decreasing map provided that it satisfies the property:

(DC) p(T)ET for eachTeA.

Wesay that A decreases B, in notaion A< pcB, provided that there exists a

decreasing map p: A—B.

Proposition 36. Let A, B, C be sets of sudoku transformations. Then we have
the followings:

(@) A<LpcA.

(b) If A€ ,cB and B<€ ,C, then A< ,C.
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(c) If A< pcB, then AUC<L p,cBUC for any C.
(d) If AcB, then A< pcB
We can easily show Proposition 36.

Proposition 37. (a) Let A, BCSTRF(f,f,). If A< pcB, then STBLE<STBL4 in

STRF(f,f)-

(b) Let A, BCSTRF(f,). If A< pcB, then STBLE<STBL* in STRF(f).

Proof. Weshow (a). Takeany KeSTMX(f,f,). We define P4, PB:
STMX(f,fo)>STMX(f,f,) as follows: PA(K)=nN{TNK):T€ A} and PE(K)
=n{S(K):SeB}.

Since A< p¢B, thereis a decreasing map p: A—B. Since p is a decreasing map,
we have

(1) o(T)ET for eachTe A.
By (1) we have

@) p(TYK)CT(K).
Weput B*={p(T): T A}c B. Thus, by (2), we have

3) P5(K)=n{S(K):SeB}c n{p(T)K):p(T)eB*}c N{TK):Te A)=PA(K)
By (3) PA(K)> PE(K), i.e,

4) PAx=P5.
Let PA=(P4,P4..,P4,.)and P5=(P5 P52,  P5,..) beinfinte sequences. By (4)
and Proposition 33 we have

5) P4 K),DPEK)..
Since PA(K)=P4(K)., and P5(K)=PB(K).,, by (5)and Claim 8 in the proof of
Proposition 21 we have that

6) STBLAK)=P4(K)>P2(K)=STBL3(K).
By (6) we have

(7) STBLA=STBL?2.
Hence by (7) we have(a).

By the same way we can show (b). Hence, we have Proposition 37.

Corollary 38. (a) Let A, BCSTRF(f,f,). If ACB, then STBLE<STBL# in
STRF(f’fO).
(b) Let A, BCSTRF(f,). If ACB, then STBLE <STBL* in STRF(fy).

Let A be a set of sudoku transformations. Thus for each n we put
(nn) A,n={S:NS;N..NS,:5,5,...S, €A}
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When §,=S,=..=8,=S5, wehaveS$;NnS,N..NS,=S. Thus A,,DA.

Proposition 39. (a) Let ACSTRF(f,f,). Then A,,=,A in STRF(f,f,) for each

n.
(b) Let ACSTRF(fy). Then A, =,A in STRF(f,) for each n.
Proof. Weshow (a). Let B=A,,. Takeany KeSTMX(f,f,). Wedefine P4, P5:
STMX(f,fo)~>STMX(f,f) as follows: PA(K)=n{TK):Te A} and P5(K)
= N{S(K):SeB}. By the definition of (»N) we can easily show
1) PA(K)=PB(K).
Let PA=(P4,PA..,P4,.)and PB=(P53 PB, PB,.) beinfinte sequences. By (1)
we have
) PAK)o=P5(K),.
Since PA(K)=P4(K)., and PE(K)=P3(K)., by (2)and Claim 8 in the proof of
Proposition 21 we have that
(3) STBLA(K)=P4(K)=P5(K)=STBLEK).
By (3) we have
(4) STBLA=STBLA.
Hence by (4) we have(a).
By the same way we can show (b). Hence, we have Proposition 39.

Let A, B be sets of sudoku transformations. We say that A is dominated by
B, in notatin A- < B, provided that it satisfies the condiiton:
(DT) for each S A there exist finite Ty, T,...,T, € B such that S=T,0T50...0T,.

Proposition 40. (a) Let A, BCSTRF(f,f,). If Ac <B,then AUB=B in

STRF(f,f).

(b) Let A, BCSTRF(f,). If Ac <B, then AUB= B in STRF(f).

Proof. We show (a). By Proposition 26 we have finite sequences T'=(T,T5,...,T,)
in B and §=(S,,S,...,S,) in AU B such that for each Ke STMX(f,f,)

(1) (TyoT,_s0...oT))(K) is B—stable,

2) (SpoSp_1°..08)(K)is AU B—stable.
By Claim 8 in the proof of Proposition 21, we have

(3) STBLE(K)= (T, °T,_j0..0T))(K),

(4) STBLAY3(K)= (S,,0S,_10..08;)(K).
Since BC AU B, by (2) we have

©) (SwoSm_10...081)(K) is B—stable.
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Since S is a sequence in AU B, then we have
6) S;cAUB fori,1<i<m.
Since Ao < B, we have the condition (DT). By (6) some S;= A can be the
composition of finite elements in B. Thus we have a finite sequence T’
=(T,T..T}) in B such that
@) S,oSm_10..081=T4oT}_10..0T;.
By (5) and (7) we have
®) (TroTp_10-0T 1N K)=(SpmoSpm_1°...081)(K) is B—stable.
Since T and T’ are finite sequences in B and they satisfy (1) and (8), by
Proposition 31 we have
9)(TyoTyoromoT1)K)=(TsoTj_10-.0T1 ) K).
By (8)and (9) we have
0) (T,oT,_10...0T ) K)=(SnoSpy_1°...08)(K).
By (3),(4) and (10) we have
(11) STBLE(K)= STBL4'3(K).
(11) means that
(12) STBL®= STBLAVE.
Thus, by (12) we have
(13) AUB=B in STRF(f,f)-
Hence, we have (a).
By the same way we can show (b). We complete the proof of Proposition 40.

Proposition 41. (a) Let A, B,CCSTRF(f,f). If Ac <B and C<pcA, then
AUBUC=,AUB=,BUC=,B in STRF(f,f)

(b) Let A, B,CCSTRF(f,). If Ac<B and C<pcA, then AUBUC=,AUB=,
BUC= B in STRF(f,).

Proof. We show (a). Since Ao < B, by Proposition 40 we have

(1) AuB=B
By (1) we have

2) STBLAY8=STBL?".
Since Ao < B, we can easily show that Ao < BUC. Thus by Proposition 40 we
have

(3) AUBUC=,BUC.
Since C< pcA, we can easily show that BUC< pcA U B. Thus by Proposition 37
we have

(4) STBLAVE<STBL5"C.
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By (2) and (4) we have
(5) STBLE<STBLZ"C.
Since BCc BUC, by Corollary 38 we have
(6) STBLBYC<STBL?E.
By (5) and (6) we have
(7) STBLEYC=STBL?2.
(7) means that
(8) BUC=,B.
By (1), (3) and (8) we have the required properties. Thus we have(a).
By the same way we can show (b). Hence we complete the proof of Proposition
41.

8. Classification of intersectable systems I.
In the section 8 we discuss intersectable systems. In this section we classify
them and show some basic relations among them.

By Proposition 18 we have the following:
Proposition 42. {T,:e0e BTOOL)cCSTRF(f).

Let S={s51,52sSu}, T={t1,t50ot )} CBLK for n,1<n <9. The pair (5,T) is
intersectable n —system provided that it satisfies the following conditions:

() siNs;=¢, tiNt;=¢ 1<i<n, 1<j<n, ixj

(i) s;Nt;x9¢, 1<i<n,1<j<n

(iii) s=$,Us,U...US,, t=1;Ut,U...Ut,.

When we classify intersectable systems, we can identify (S,T) and (7,S). Thus
we put < A,B> ={(A,B),(B,A)}.

We can easily classify intersectable systems by rudimentary techniques as
follows:

Proposition 43. All intersectable systems are classified as following types.
For r,€rOW,c,escOW,b,ecbLK, 1<i<9,

Typel: <{r},{c\}>

Type2: <(bi),{n)> U<t} [c1)>

Type3: <{by,by}, {71,72)> U €{b1,b3}, {c1,¢2}>

<{

Typed: <{bynr1), {c1,c2}> U <{br,c1), {r72)}>
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Typeb: <{r,ry), {cnca}>

Type6: <{b1,b,b3}, (71,7273 > U <[b1,b5,03), {c1,62,63)>
Type7: <{bnbar) {c1,c263}> U <[br,byc1), (71,7273 >
Type8: <{by,71,73}, {€1,€2,C3}> U €{b1,¢1,¢3}, 71,7273} >
Type9: {77573}, {cr,c2c3)>

Type10: <{71,75,73,74}, {€1,2C3C4) >
Typell: <{r,75757475}) {€1,€2,C3,C4C5}>
Typel2:

<{
{
{
Typel3: <{71,75,73,747576,71}, {162, 3,C 1€ 5:C6:C 7} >
{
{

A

7'1,72’7'3’7'4175,7'6}: {01’02’03,C4»05»06} >

Typeld: <
Type15:

71,7'2,7'3,7’4,7'5,7’5,,7'7,7'8}, {c1762763’04)65’66»67,08} >

< rl!72!73!r47’5)'6,7’7v78779}7 {C1,C2,C3,C4,65,(:5,C7,63,Cg} >

Proposition 44. (Typel) Let w =(S,T) be an intersectable system as typel. Let S
={s,}, T={t,} such that s, isa row and ¢, isa clolumn. Let s=s, and t=#,. Let »,
=(s—sNt,s),wy,=(sNtt), ws=(t—sNt ¢t) and w;=(sNts). Wehave that

@) T,,T, NT,,°T,, =T, in STRF(f,f) for each feSOL(fo).

Proof. Takeany feSOL(f,) and takeany K=(K,) eSTMX(f,fo). Let

a€ j xJ,
TK)=TISTK)=K’= (K;)aejlsz . By the definition we have

K, foracs(J; X J,—sUt)U(snt)
(1) Ko={K.NK, ;=K,—(Js—K,_)) foraes—snt
K.nK, ,=K,—(J;—K;_)) forast—snt

We put s ={(i4,1),(10,2),--x(i0:9)} and ¢ ={(1,)(2,70)s---(% o)} for some iy and j.
We put ay=(i¢,j), and sN¢={az}. Thus

2) s—t=s—sNt={(ipj): 1==<9, j=jo}

@) t—s=t—sNt={(i,4p): 1Si=9,ixiy).

Werecall that fis a sudoku map f:J; X J,—J; with the property (SDM). By
(SDM) we have

4) f|s:s—Js;and f | t:t— ], arebijective.
By (4)

) fls)=f(t)=Jsandthen | fs)| = | f(1) | = [ J5| =9.

6) | fs—t)| = | flt—s)| =8.
SinceK=(Ka),,Ejlsz eSTMX(f,f,), we have
7 fla)e K, forae J, X J,.
By (7) we have
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) fls=t)={f(i0):1=7=9, j*jo}CU{K;, 1S 7<9, jx=jo}=K,_, s
By (6), (8) we have

9 8= [ fls—=t)| = | {Alle):1=57=9, j*jo} | S | K,y | < | T3] =9.
By (9) we have

(10) | K,_,| =8 or | K,_,| =09.

Weassumethat | K,_, | =8. By (6)and (8), we have

(1) As=1)={f(ind):1=7=9, j* jo}= U{K;, 1S =9, j*jo}=K,_,
By (5)and (11), we have

(12) J3— K._,= f(s)— fs—t)= flsnt)={f((10rJo)} ={ f@o)}-

Weassumethat | K,_, | =9. By (5)and (8) we have
(12) K,_,=Js= f(s).

By (12) we have

13) J;—K,_,=9¢.

Claim 1. (b) If Js—K,_,* ¢, then f(s—#)={f((i0]):1=J=9, jxjo}= U{K i, l=
J=9, jxjo}=K,_; and J3— K, ;= fsNt)={f((i0 )} ={f(@0)}-
(C) If]3 K, s#¢ then f —S {f(( ,]0)) 1§1<9 l#io} {K(,’]o):léiég,i#
io}=K,_; and J3— K, ;= flsNt)={f((i0,40)}={fa0)}-
Proof of Claim 1. We show (b). By (10) | K,_,| =8 or | K,_, | =9. Weassume
that | K,_,| =9. Thus by (13), J;— K,_,=¢. This contradicts to our assumtion
Js—K,_;x¢. Thenitmustbe | K,_,| =8. Thus, by (11) and (12) we have the

required properties. Hence, we have (b).
By the same way we can show (c). Therefore, we have Claim 1.

Claim2. T, T, (K)NT, T, (K)CT,K)

Proof of Claim 2. We have the following cases:
Casel. J;— K, ;=¢ and J;—K,_,=¢.

Case2. J;—K,_;x¢and J;—K,_,=¢.

Cased. J;—K,_,=¢ and J;—K,_,x¢.

Cased. J3— K, x¢and J;—K,_,x¢.

We consider thecasel. Since J;—K,_,=¢ and J;— K, ,=¢, by (1) we have
that K,=K, for ac J, X J,, thus, we have
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(14) T K)=T(ST\K)=K'=K.
By Proposition 42, T, , Tw, To,, T, are sudoku transformations. By

Proposition 19, T, T, andT, T, are sudoku transformations. By
Proposition 19, T,,,°T,,NTw,° T, is a sudoku transformation. Then we have
(15) (Tu,°Tw,NTu, Ty NK)SK.

By (14) and (15) we have
(16) (To,2Tu,N T o To XE)SK =T (K).

Hence, in this case 1, Claim 2 does hold.

We consider thecase2. By Claim 1 we have
A7) J;—K,_s=fisnt)={f(ao)} , K,_;=f(t—s)and J;— K,_,=9¢.
By (1) and (17) we have

K, for ac(J X J,—sUt)U{ay}
(18) K,= K.~ flsnt)=K,—{f(a,)} for ass—|{ay}

K, for act—|{ay)
By (6), (17)

19 | K,_,| =1 f(t—=s)| =8

(19) means that t—s=¢—sN¢ is a naked 8—self—filled set of K and t—sntct.
Since w;=(t—sNt, t), we have

(20) T, (K)=8NSF((t—sNt,t), K) =K“=(K‘;)‘,,E,1,<,2 eSTMX(f,f)-

K, act—sNt
@) Ki:=|K,—K,_sny act—(t—snt)=snt
Ka aE_,1X]2—t

Since s N ¢={(ipJo)} ={@o}, by(17), (20), (21) we have

22) fla)eKy=Koy—Ki_sni=Koy— K, s J3— K, = flsNt)={f(ao)} .
By (22) we have

23) Koy = Koy— K _sni={f(@0)} -
By (21), (23) we have

K, act—sNt=t—{a)
(24) K= {f(ao)} aEt—(t—sﬂt):sﬂt:{ao}
Kar aE]lez—-t

Since Kn, =Kz, by (24) we have

@25 | Kl =1snt| =1
(25) means that sn#is a naked 1—self—filled set of K* and sNicCs.

— 100 —
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Since w,=(sNt, s), we have
(26) T,,,4(K )=1INSF(sN4,s),K)=K*=(Ky)ae IixJ, ESTMX(f,fo)

K. for acssnt
@7 K;={K;,—K;n: foraes—snt
K, forae ] X J,—s
By (24) and (27) we have
{f(ao)} for a=ay
28) K= {K.—{f(a)} for acs—{ay}
K, forae ] X J,—s

Thus by (18) and (28) we have
(299 K*<K'.
By (29) we have that (T,,o T, Y K)N(To,oTo N K)=(To,oTw K)=T0o(To(K))=
T,(K)=K"<K'=T,K)
This means that
30) (T4,oTu,NTy,o Ty XK)=Tu(K).

Hence, in the case 2, Claim 2 does hold.

We consider case3. By the similar way as case 2 we can show Claim 2 in this
case 3. We give a brief sketch and key points.
In this case, by (1) and Claim 1 we have

K, for ae(J1X J,—sUt)U{ay}
@l) K= | K.—flsNt)=K,—{f(a,)} for act—{ay)
K, for acs—{ay)

Since J;— K,_,> ¢, by the similar way as defining K*and K™, wecan put
K* K*=STMX(f,f,) as follows:
32) T, (K)=8NSF(s—snt,s), K)= Kt =(K3§)‘,E,l,<,2 eSTMX(f,fo)

K, acs—sNt=s—{ay}
(33) Ki= {{f(a0)} acs—(s—snt)=snt={a,}
K, ac] X J,—s
(34) T, (K*) = INSF(sN ;)K" = K¥ = (K¥)oc),;, € STMX(f.f0)
{Aao)} for a=a,
(35) K¥=1K,—{f(a) for act—{ay}
K, forac ], X J,—t
By (31) and (35) we have
36) K*<K'.

— 101 —
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By (36) we have that (T,,o Ty, K)N\(Tu,oTo J(K)S (Ta,oTa Y K)=To (T (K))=
T, (K)=K*<K'=T,K)

This means that
(87) (Ta2T0,NTo,oTo, XK)ST,(K).

Hence, in the case 3, Claim 2 does hold.

We consider case4. In this case, by (1) and Claim 1 we have

K, forae(J1 X J,—sUt)U(snt)
38) K= {K.NK, ;=K,—{f(a)} forass—snt
K.NK,_;=K,—{f(ap)} foracst—snt

Since J;—K,_*¢ and J;—K,_,*%¢,wehave K*, K™ asin case2and K* K*as
in case3. Weput K*NK¥=K'=(K.)se; x;, €STMX(f,f;). By (28)and (35) we

have
{flag)} for a=«,
(39) Ki={Ko—{f(a))} for assut—{ay)
K, forae ], X J,—sUt
By (38) and (39) we have
(400 K'<K'.

By (40) we have that (T,,,oT, YK)N(Ta,oTo J(K)=TuTu (K)N T, (T, K)=
T.,(KONT,(K)=K*nK*=K'<K’'=T,K). In thiscasewehaveClaim 2.

Thus we have Claim 2 and hence we have (a). We complete the proof of
Proposition 44.
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